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ABSTRACT 

The sentimental polarity of patients' medical treatments is decisive for therapeutic adherence, especially in 
managing chronic diseases. Patients value the effects of medications differently, while health personnel do it 
from a practical perspective. For this, patient reviews have been taken in unstructured text to the diversity of 
drugs available on the WebMD site. A numerical assessment accompanies these data on a Likert scale of the 
variables for "EaseofUse", "Effectiveness," and "Satisfaction". Using an NLP model called RoBERTa; the 
opinions have been analyzed, finding that neutral opinions are maintained against positive scales of "Easeo-
fUse" and "Effectiveness," but negative opinions regarding "Satisfaction," where the evaluations are divided 
into the extremes. The analysis has been done statistically using frequencies and diagrams of pairs between 
feelings and variables of interest. 
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INTRODUCTION 

In medical care, patient satisfaction plays a crucial role in assessing the quality of medical services and the 
effectiveness of drug treatments. Patients' perceptions and experiences about prescribed medications are de-
termining factors in their adherence to treatment and achieving positive health outcomes. Obtaining infor-
mation in this sense is complex since opinions often need to be captured in databases and remain only in the 
oral information that feeds back to the doctor in the clinic.1-2 Then, when this information is obtained through 
instruments, unstructured text analysis (ATNE) is an activity that consumes many human resources. In the 
case of using computers it is a demanding technical activity. In this context, sentiment analysis using natural 
language processing (NLP) emerges as a tool to understand better and evaluate patient satisfaction with med-
ications.3-6

The exponential growth of social media, online forums, and product review platforms has generated a massive 
amount of unstructured data containing patient opinions and experiences about medications. This data repre-
sents a rich source of information that can be leveraged using natural language processing techniques to extract 
valuable insights into patient satisfaction. By understanding their opinions in a broader context, healthcare 
professionals and researchers can identify trends, spot unreported side effects, and make informed treatment 
decisions.7 
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Several techniques and models for natural language processing (NLP) have been developed regarding senti-
ment analysis, increasing accuracy and efficiency as computational capabilities to form and evolve neural 
networks increase. Pre-trained language models such as BERT, RoBERTa, and GPT-3 have been developed 
for these purposes. These models are trained on a massive text and code data set, allowing them to learn the 
relationships between words and phrases. This allows them to identify the nuances of human language that 
are important for sentiment analysis.8-10 
Supervised machine learning techniques have been developed, which require training data to be labeled with 
the polarity of emotions (positive, negative, or neutral). This allows models to learn to identify the language 
features that are associated with each polarity and assign them a numerical rating that is between zero and 
one, with the values closest to unity being indicators of more incredible emotion; when comparing polarities, 
the largest of which is dominant.11-12 

Sentiment analysis models have an accuracy of up to 90% in classifying texts in terms of polarity. At the 
computational level, it is an activity that requires a lot of CPU processing capacity; because of this, it has been 
chosen to use a graphics processing unit (GPU). By combining this feature of precision and high performance 
with the multicore processing available in computers or, failing that, through clusters, large amounts of data 
can be reduced in less time.13 
The challenge NLP models face is training data, as sentiment analysis requires large amounts of labeled data 
to identify the language characteristics associated with each polarity. Collecting this data can be costly and 
laborious. Additionally, the subjectivity of human language, especially when linked to emotions, makes this 
task very complex due to the different ways a person can express themselves, making it difficult to assess the 
polarity of the feelings to be evaluated.14 
This article shows the use of an algorithm with this technology to transform and analyze data of opinions and 
testimonials of patients from a publicly accessible database and to compare these feelings with the numerical 
assessment on the Likert15 scale that has been made of the variables of effectiveness, ease of use, and satis-
faction. 

 

MATERIALS AND METHODS 
The data for analyzing patients' feelings regarding prescription drugs has been obtained through the scrapping 
data science technique, using the API available from the WebMD site. A total of 362,806 opinions have been 
obtained, which is the totality of them until March 2020. This data is publicly available in the form of a dataset. 
This includes specific medication information, age, gender, numerical satisfaction rating, ease of use, effec-
tiveness, and text related to patient feedback that reviews contain free-form, unstructured text. All data is 
written in English.16-17  
The model used to process opinions is called RoBERTa, an acronym for "A Robustly Optimized BERT Pre-
training Approach" It is a natural language processing (NLP) model that is based on the success and architec-
ture of BERT (Bidirectional Encoder Representations from Transformers) but with significant improvements 
in its training and performance, this model was developed in 2018 by Google AI Languages and has proven 
to be a valuable tool in various sentiment analysis and word processing tasks.8-9 
The usefulness of Roberta for sentiment analysis lies in its ability to understand and represent context, that is, 
to use the meaning of words in a text accurately. Through a more thorough training process and more data, 
RoBERTa achieves a deeper understanding of natural language and semantic relationships between words, as 
its authors have used more than 161GB of initial training data. 
When applied to sentiment analysis tasks, RoBERTa can accurately identify emotional nuances and tones in 
text. You can distinguish between positive, neutral, and negative opinions and understand the intensity of the 
emotions expressed. Its most excellent utility is to evaluate customer satisfaction from online reviews, for 
researchers seeking to analyze public perception on specific topics, or for any application that requires the 
understanding and classifying of sentiment-based opinions in text. 
RoBERTa's ability to grasp context and information implicit in language makes it an effective tool for pro-
cessing complex tasks, such as detecting sarcasm, identifying mixed feelings, and understanding long texts. 
In addition, its robust training and the availability of pre-trained models in different languages make it a ver-
satile tool for sentiment analysis applications worldwide. For this study, the pre-trained version of Roberta 
called Twitter-roBERTa-base for Sentiment Analysis updated to 2022 was used; this was trained with more 
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than 124 million Tweets between January 2018 and December 2021; this has been adjusted for sentiment 
analysis with the TweetEval reference benchmark.18-22 
The source code of the program used to do sentiment analysis is available in Table 1. NLP was developed 
using Python v3.10.3 programming language and the Notepad++ v7.9.3 text editor for encoding. Multiple 
publicly available libraries were used, including Matplotlib v3.7, NLTK v3.8.1, and NumPy v1.18.; Pandas 
v2.1, SciPy v1.10.1, Seaborn v0.12.2; Torch v2.0.1, TQDM v4.66.1 and Transformers 4.32.1, among others.23-
25 
########################################################################### 
## nlp_roberta.py 
########################################################################### 
##Libraries import 
from transformers import AutoModelForSequenceClassification 
from transformers import AutoTokenizer 
import pandas as PD 
from scipy.special import softmax 
import matplotlib.pyplot as plt 
import seaborn as sns 
from tqdm.notebook import tqdm 
from alive_progress import alive_bar; 
 
## Graph style 
plt. style.use('ggplot') 
 
## Functions 
def polarity_scores_roberta(example): 
    encoded_text = tokenizer(example, return_tensors='pt') 
    output = model(**encoded_text) 
    scores = output[0][0].detach().numpy() 
    scores = softmax(scores) 
    scores_dict = { 
        'roberta_neg' : scores[0], 
        'roberta_neu' : scores[1], 
        'roberta_pos' : scores[2]} 
    return scores_dict 
 
## Input data frame (df) (input file is webmd.csv) 
df = pd.read_csv('webmd.csv', delimiter=',', encoding="utf-8-sig") 
df = df.reset_index().rename(columns={'index':'Id'}) 
df['Reviews'] = df['Reviews'].str.slice(start=0, stop=999) 
 
## Write an excel file of data frame used for debugging 
with pd.ExcelWriter('data frame.xlsx') as writer: 
        df.to_excel(writer) 
 
##Selecting model and variations 
# Tasks: 
# emoji, emotion, hate, irony, offensive, sentiment 
# stance/abortion, stance/atheism, stance/climate, stance/feminist, stance/Hillary 
 
task='sentiment' 
MODEL = f"cardiffnlp/Twitter-roberta-base-{task}" 
 
tokenizer = AutoTokenizer.from_pretrained(MODEL) 
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## PT (PyTorch) 
model = AutoModelForSequenceClassification.from_pretrained(MODEL) 
model.save_pretrained(MODEL) 
 
## Array with analysis 
 
res = {} 
with alive_bar(len(df)) as bar: 
    for i, row in tqdm(df.iterrows(), total=len(pdf)): 
        try: 
            text = row['Reviews'] 
            myid = i 
            roberta_result = polarity_scores_roberta(text) 
            res[myid] = {**roberta_result} 
            bar() 
        except RuntimeError: 
            print (f'Error en ID {myid}') 
 
## Transformation with analysis and original dataframe; joining both 
results_df = pd.DataFrame(res).T 
results_df = results_df.reset_index().rename(columns={'index':'Id'}) 
results_df = results_df.merge(df, how='left') 
 
## Write excel file with analysis and dataframe 
with pd.ExcelWriter('salida.xlsx') as writer: 
        results_df.to_excel(writer) 
 
###### 
## Use seaborn to make plots compairing Effectiveness, EaseofUse and Satisfaction with NLP results 
###### 
sns.pairplot(data=results_df, 
             vars=['roberta_neg', 'roberta_neu', 'roberta_pos'], 
             hue='Effectiveness', 
             palette='tab10') 
plt.savefig("fig_effectiveness.png", dpi=1200) 
 
sns.pairplot(data=results_df, 
             vars=['roberta_neg', 'roberta_neu', 'roberta_pos'], 
             hue='EaseofUse', 
             palette='tab10') 
plt.savefig("fig_easeofuse.png", dpi=1200) 
 
sns.pairplot(data=results_df, 
             vars=['roberta_neg', 'roberta_neu', 'roberta_pos'], 
             hue='Satisfaction', 
             palette='tab10') 
plt.save fig("fig_satisfaction.png", dpi=1200) 

Table 1. Source code of the Python program used to do NLP. 
 
 
The developed code was executed on a computational instance deployed in the Akamai computational cloud; 
this had the CentOS Stream 9 operating system of 64bit, with 32 CPU cores, 192GB of RAM, 3840GB of 
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storage, and connected to the internet at a speed of 12Gbps. The dataset processing required seven and a half 
hours to complete NLP by delivering the file with the relevant scores and graphs.26-27 
According to the emotion identified with RoBERTa, the polarity scores have been compared with the numer-
ical value in the range of 1 to 5, where the higher value represents the maximum possible according to the 
experience of satisfaction, ease of use, and effectiveness perceived by the patient. These values were captured 
following the Likert scale; histograms represent their frequencies. Our objective is to determine if the senti-
ment analysis using NLP is by numerical assessments. Pairwise diagrams have been used for data analysis, as 
a fundamental technique in applied computer science in high-performance computing and medical data re-
search, to compare numerical values of effectiveness, ease of use, and satisfaction regarding the sentiment 
scores resulting from NLP with RoBERTa. 
 

RESULTS 
With the numerical data of the perception of ease of use, effectiveness, and satisfaction, a distribution of 
frequencies was grouped according to the Likert scale developed. It highlights that most of the responses 
obtained a rating of 5 in perceptions. More specifically, in the case of the variable "Effectiveness," most pa-
tients rated 4 and 5, which indicates that the perception of effectiveness is primarily positive. Values 1 and 2 
have a lower frequency, suggesting that a minority of respondents have a negative or neutral perception re-
garding this variable.  
Regarding " EaseofUse, "most opinions lean towards values 4 and 5, indicating a high level. However, it is 
essential to note that values 1 and 2 also have a significant portion of correct answers, suggesting that many 
patients believe that ease of use could be improved or is unsatisfactory. 
In the variable "Satisfaction," the answers are concentrated in the values 4 and 5 of the scale. Values 1 and 2 
also have a significant number of responses, which suggests that a considerable proportion of opinions express 
dissatisfaction, with the most significant number of them in this variable compared to the previously described 
variables. Graphically, all variables and their frequencies are implicit in Figure 1. 
 

 
Figure 1. The frequency of the study variables was grouped according to the Likert scale. 

For the variable "EaseofUse," all its significant scales (4 and 5) are grouped with the lowest scores of negative 
polarities; The other values 1,2, and 3, are concentrated with the highest values of negative polarity. The 
neutral polarity scores between 0 and 0.5 concentrate the most significant number of opinions with a scale 5 
of "EaseofUse"; to a lesser extent, all the neutral score values have a homogeneous distribution of the other 
scale values. The values are grouped as the neutral score approaches zero. The positive polarity scores have a 
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lower frequency in scale values, concentrating all when the score approaches zero. Figure 2 has a pairwise 
diagram comparing polarities and numerical scale. 

 
Figure 2. "Ease of Use" pairwise comparison between numerical scale and NLP polarity. 

 
As for the "Effectiveness" variable, minor (1) and intermediate (3) scales are grouped with the highest negative 
polarity scores; the other values 2,4, and 5 are concentrated with the lowest negative polarity score values. 
The neutral polarity scores are close to zero and concentrate on the "Effectiveness" scale 1, while the other 
values are distributed along the score between 0 and 0.5 neutral polarity. The positive polarity scores have a 
lower frequency in scale values, the most significant being the values 1, 3, and 5 of the "Effectiveness" scale, 
which is associated with the zero positive polarity score. Figure 3 has a pairwise diagram comparing polarities 
and numerical scale. 
 

http://clinicalbiotec.com/
https://www.uco.edu.co/Paginas/home.aspx
https://www.unah.edu.hn/


Bionatura Journal  2024, 10.21931/BJ/2024.01.01.24 
                                        7 
 

Clinical Biotec, Universidad Católica del Oriente (UCO) and Universidad Nacional Autónoma de Honduras (UNAH) 

 
Figure 3. "Effectiveness" pairwise comparison between numerical scale and NLP polarity. 

As for the variable "Satisfaction," its minor scale (1) is grouped with the highest scores of negative polarities; 
The other values 2,3,4, and 5, are concentrated with the lowest values of this score. When neutral polarity 
scores approach zero, they concentrate the "Satisfaction" scale 1, while the other values are distributed along 
the score in the range between 0 and 0.5 neutral polarity. The positive polarity scores have a lower frequency 
in scale values, the most significant being the value 1 of the "Satisfaction" scale associated with the zero 
positive polarity score. Figure 4 has a pairwise diagram comparing polarities and numerical scale. 
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Figure 4. "Satisfaction" pairwise comparison between numerical scale and NLP polarity. 

 

DISCUSSION 
In the variable "EaseofUse," when the values 1, 2, and 3 coincide with a negative polarity, if the values are 4 
and 5, they are associated with a neutral polarity. If the patient does not perceive the prescribed drugs that 
meet the criteria of convenience for him, the polarity is harmful and is directly associated with such perception. 
However, the drug is easy to use. In that case, it is not reflected in patients' opinions because, at present, the 
trend in medicines follows this pattern of behavior, so the consumer could be associating it with something 
that he takes for granted. 
In the variable "Effectiveness," the numerical values of the scale do not coincide with the polarity of the 
opinions, except when it is ineffective (1). When the "Effectiveness" ranges from 2 to 5, patient opinions tend 
to be of neutral polarity. This condition occurs when the patient lacks the relevant information about the med-
ications prescribed. Although the central pathology may disappear, side effects or adverse effects will likely 
occur, which the patient did not expect; this is reflected by the highest number of neutral opinions across the 
"Effectiveness" scale.  
In the variable "Satisfaction," the numerical values of the scale are according to the polarity of opinions ob-
tained because it is very likely that the knowledge of the health specialist does not coincide with the 
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perceptions perceived by patients since they may have expectations much higher than the results obtained. 
This indicates a very different vision of the patient from that of the health personnel since the neutral and 
negative polarities on the drugs accumulate in this variable of "Satisfaction." 
The behavior observed in the results is similar to that observed in similar works published in the medical 
sciences and other areas of knowledge. It can be noted that numerical and scalar values do not represent what 
can be obtained from open-ended responses made up of unstructured text. The aspect of feelings can change 
the way research data is interpreted, which is consistent with the data we have obtained.28-29 

 

CONCLUSIONS 
As for "EaseofUse," the ratings tend to be polar-neutral due to the international trend that drugs must follow 
a pattern that facilitates therapeutic adherence so the consumer could associate this with any prescription. In 
the variable "Effectiveness," the opinions are concentrated in the neutral polarity, which does not coincide 
with the frequencies of the responses. Since the numerical trend is concentrated in high effectiveness, this may 
occur because the drug was beneficial to alleviate the central pathology but could have side or adverse effects. 
The variable "Satisfaction" concluded that the drugs that originated the patients' opinions did not meet their 
expectations since the comments had a negative polarity towards them.   
These results were obtained using a natural language processing (NLP) model known as Roberta, which has 
effectively found new data on the relationship between drugs and patient opinion. This opens new possibilities 
for healthcare workers to fine-tune their interactions with patients. These tools can boost the development of 
precision and personalized medicine. 
With the advent of immersive technologies, ubiquitous computing, and more excellent connectivity through 
multiple hyper-converged technologies, BigData will be generated, requiring automated deep learning tools 
to manage it and make decisions in the medical field. The exploration and adoption of these technologies will 
represent a critical condition in future doctor-patient interactions. The use of NLP is promising in the medical 
field, and with multiple applications across the healthcare spectrum, this knowledge can be integrated into 
autonomous care teams operated by artificial intelligence. 
One of the limiting conditions of these technologies is the requirement of high capacities of computational 
resources to perform the reduction, processing, and analysis of data. In the dataset used, which is of minimum 
size, several hours of processing were required to obtain a dimension that describes the behavior of the data. 
This should be considered in future studies that follow the development of this line of research.  
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